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Figure 1: Illustrations of the sound results for a rigid-fluid interaction scene (boating). The top row presents three frames of the visual
simulation result of the rigid-fluid interaction (from left to right are the 43th frame, the 132th frame and the 187th frame). The top left
corner inset in each frame shows the corresponding haptic scene. The bottom row illustrates the waveform of the generated sound
result and the red dotted boxes mark the generated audio synchronized with the visual animation.

ABSTRACT

This paper tackles a challenging problem for interactive rigid-fluid
interaction sound synthesis. One core issue of the rigid-fluid inter-
action in multisensory VR system is how to balance the algorithm
efficiency, result authenticity and result synchronization. Since the
sampling rate of audio is far greater than visual and haptic modali-
ties, sound synthesis for a multisensory VR system is more difficult
than visual simulation and haptic rendering, which still remains an
open challenge until now. Therefore, this paper focuses on develop-
ing an efficient sound synthesis method tailored for a multisensory
system. To improve the result authenticity while ensuring real time
performance and result synchronization, we propose a novel haptic
force guided granular sound synthesis method tailored for sounding
in multisensory VR systems. To the best of our knowledge, this
is the first step that exploits haptic force feedback from the tactile
channel for guiding sound synthesis in a multisensory VR system.
Specifically, we propose a modified spectral granular sound syn-
thesis method, which can ensure real time simulation and improve
the result authenticity as well. Then, to balance the algorithm ef-
ficiency and result synchronization, we design a multi-force (MF)
granulation algorithm which avoids repeated analysis of fluid parti-
cle motion and thereby improves the synchronization performance.
Various results show that the proposed sound synthesis method ef-
fectively overcomes the limitations of existing methods in terms
of audio modality, which has great potential to provide powerful
technological support for building a more immersive multisensory
VR system.

Index Terms: Human-centered computing—Human comput-
er interaction—Interaction devices—Haptic devices; Applied
computing—Arts and humanities—Sound and music computing
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1 INTRODUCTION

A major concern of virtual reality (VR) is improving user immersion
through the simulation of sensations (sight, hearing, taste, smell
and touch) of human beings. Rigid-fluid interaction, as a common
interaction scenario in VR, has been largely ignored. One of the
main reasons is that the existing sound synthesis technology fails to
provide an ideal performance. The core issue is how to balance the
algorithm efficiency, result authenticity and result synchronization.

At present, there exist two classes of approaches for sound synthe-
sis: physical based methods and non-physical based methods. The
former are usually based on physical principles for sound modelling
which require complex computations. Although there are several
studies [3, 25, 27] which explored real time sound synthesis in multi-
sensory VR simulation, they were concerned about rigid-rigid inter-
action that are not suitable for rigid-fluid interaction. This is due to
that the fluid motion exhibits long-time nonlinearities which is more
complicated than rigid-rigid interaction, which may increase the
difficulty of sound modelling and sound synchronization. Therefore,
despite several physical based methods [18, 24, 40] can synthesize
quite realistic fluid sound with sound radiation models and complex
acoustic bubbles, the synthesis time cannot meet real time require-
ment. Cirio et al. [9] adopted approximate solutions to simplify the
sound model for real time rendering. This would lead to the absence
of sound details, which reduces the authenticity of synthesized sound.
On the other hand, the non-physical based methods utilize recordings
or signal based sound textures which can set around complex sound
modelling. Among them, the granular synthesis technique [11] is a
typical non-physical based algorithm which can generate realistic
results efficiently. However, an obvious drawback of the granular
synthesis method is the unpredictable granulation, which may cause
asynchronization between sound and animation. Therefore, how
to balance the algorithm efficiency, sound authenticity and sound
synchronization for sound synthesis of rigid-fluid interaction is one
of the burning issues in multisensory VR simulation.

Fortunately, Cirio et al. [9] stated that the vibrotactile and acous-
tic phenomena share a common physical source. Hence, for the
same phenomenon, different modalities have different expressions,



but they interact with each other. This provides the possibility of
avoiding repeated computation of motion states in different channels
in a multisensory VR simulation system. Based on such an idea,
in this paper, we analyze the relationship between haptic and audio
modality and propose a haptic force guided sound synthesis method
for rigid-fluid interaction. We show an example generated by our
method in Figure 1 and more results in Section 5.

Specifically, to improve the sound authenticity while ensuring
real time performance, we propose a modified granular synthesis
method in frequency domain which avoids the post-processing s-
moothing in conventional time domain methods. The complex sound
is composed by simple and small acoustic grains (short sound clips)
and sound phase is reconstructed to provide continuity. In order to
solve the concomitant synchronization problem, we leverage the fact
that vibrotactile and acoustic phenomena share a common physical
source. Hence, we utilize haptic forces to guide the sound synthe-
sis which avoid the analysis of complex motion of fluid particles.
Specifically, we design a new multi-force (MF) granulation algo-
rithm to guide the sound synthesis and the haptic forces are defined
as state sequences during the granulation. In summary, the main
contributions of our work are listed as follows:

• We propose a new haptic force guided sound synthesis method
tailored for multisensory simulation of rigid-fluid interaction
scenes. Our method can achieve more high quality sound
results with competitive time performance than the state-of-
the-art sound synthesis solutions for multisensory VR systems.

• To the best of our knowledge, our method is the first attempt
to make use of the feedback haptic force for guiding sound
synthesis in a multisensory VR system. This method can ef-
fectively avoid repeat analyzation of motion states in different
channels of a multisensory VR system, and therefore greatly
improves the system performance.

• A modified spectral granular synthesis method with a novel
MF granulation algorithm is designed which can ensure the al-
gorithm efficiency and sound synchronization at the same time.
The quality of sound and synchronization performance has
been greatly improved in comparison with previous methods.

2 RELATED WORK

Multisensory information is essential for designing immersive vir-
tual worlds which has received considerable attention in the VR
community. In this section, we will discuss exciting techniques that
are highly related to our work. Due to the interdisciplinary nature
of this work, we only briefly cover a few of the most relevant exist-
ing studies in rigid-fluid simulation, haptic rendering, multisensory
simulation and sound synthesis techniques.

2.1 Rigid-Fluid simulation
Realistic rigid-fluid interactions require to simulate both fluid mo-
tion and collisions between fluid and rigid bodies. For fluid motion,
there are two main approaches, namely the Lagrangian viewpoint
and the Eulerian viewpoint. Succinctly, the Lagrangian viewpoint
corresponds to a particle system and the Eulerian viewpoint corre-
sponds to using a fixed grid. Readers can refer to [6] for details.
Although each approach has been extensively studied, we focus on
the Lagrangian methods, since the simulated fluid is not bounded
by a grid, which is faster to compute and suitable for multisensory
VR simulation. Among Lagrangian methods, the smoothed particle
hydrodynamics (SPH) method [7] is the most popular type which
can effectively simulate meso-scale or small-scale free surface fluid.
In order to achieve real-time fluid simulation, the GPU based SPH
simulation was introduced by Amada et al. [1].

In SPH based simulations, collisions between fluid particles and
rigid bodies are usually handled through representing rigid bodies

as a set of particles. Some researches [4, 31] used a unified particle
representation, which simulate rigid body particles as fluid particles
and reduce the overall complexity of the computations. In order to
achieve real time feedback, in our research, we use a SPH method
for fluid simulation on GPU and the rigid body is represented as a
set of unified particles. Each point in the fluid and rigid is labeled as
a separate particle, with position x and velocity u.

2.2 Haptic Rendering
Since our method relies on the calculation of haptic force, here we
briefly introduce haptic rendering. During the last decade, haptic
has been a new emerged and interesting subject for many researches
[5, 29, 30]. According to the number of degrees of freedom (DoF),
the haptic rendering methods can be classified as 3-DoF haptic
rendering methods and 6-DoF haptic rendering methods. Moreover,
according to the interaction type, the haptic rendering methods can
be classified as rigid-rigid interaction, rigid-deformable interaction
and rigid-fluid interaction [37]. Yang et al. [38] used a 3-DoF device
to simulate a fluid haptic scene in real time, but the 3-DoF input
device narrowed the application of our research. Cirio et al. [8]
firstly introduced a 6-DoF haptic rendering algorithm for rigid-fluid
interaction based on SPH. Liu et al. [19] incorporated the buoyancy
into haptic force calculation framework which improved the reality
of the haptic force of the coupling. In our research, we choose
Geomagic Touch, which is one of the most widely used haptic
devices that many haptic researches [20, 22, 23] are based on. We
utilize this 6-DoF input device to interact with fluid in virtual world
and get the haptic force for guiding sound synthesis. For haptic
rendering, we employ the SPH haptic rendering method [19] which
allows to efficiently calculate several types of forces for our sound
synthesis method and smooth haptic feedback.

2.3 Multisensory VR Simulation
As pointed out in [9], every time a feedback condition was added,
the user immersion had been significantly improved. Thus, the multi-
sensory VR simulation plays an important role in realistic perception.
In this context, several researchers have demonstrated encouraging
results in contact sound [3] and sound of walking on icy snow, creak-
ing floors, brushwood [27], etc. However, the major concerns of
aforementioned methods are rigid-rigid interaction. Although nu-
merous techniques have been proposed for visual rendering [2, 15],
haptic rendering [12, 39] and audio rendering [17, 28] of rigid-fluid
interaction, there is a lack of researches on multisensory VR simu-
lation. This is due to the motion analysis of fluid is more complex
than the rigid body, so the calculation of haptic and sound are more
complicated.

2.4 Sound synthesis
Sound synthesis methods have been developed for many years. How-
ever, sound generation algorithms of VR applications have different
emphasis. Since VR applications require real time feedback, one crit-
ical issue is the synchronization between sound and other modalities
that should allow an efficient mapping to ensure real time rendering.
In addition, the authenticity and synchronization of sound results al-
so need to be guaranteed, which is similar to the focus of the bimodal
(visual and auditory) approaches. Here, we classify the sound syn-
thesis methods into two categories, namely physical based method
and non-physical based method. We further analyze the limitations
of these two classes of methods in multisensory VR simulations.

Physical based method Recent literature [18, 24, 35, 40] have
shown that sound synthesis techniques based on physical models
allow for high quality synthesis and interactivity, since the physical
parameters of the sound models can be naturally controlled by user
gestures and actions. However, considering different types of bubble
actions will result in great computation consumption. Although
in [24], Moss et al. designed a simplified, physically inspired model



Figure 2: The architecture for our haptic force guided sound synthesis technique. In each time step, the user inputs rigid body position x(t) and
rotation angle Θ(t) by the haptic device to the rigid-fluid simulation module and the haptic rendering module. The force calculation module provides
haptic forces FH(t) to the sound synthesis module and return the final haptic feedback. The sound synthesis module composes the grains guided
by haptic force sequences based on a MF granulation algorithm and a spectral granular synthesis method. The extracted grain is transformed into
frequency domain to reconstruct phase, and finally synthesizes the synchronized sound with an inverse transformation.

for real time shallow water simulation, the interaction possibilities
for different scenes are reduced. Then Cirio et al. [9] proposed a
physically based haptic and audio rendering model for rigid-fluid
interaction. This method developed an efficient bubble generation
technique based on the bubble sound model in [13] and the stochastic
model in [24]. However, there are several approximate solutions in
the acoustic bubble sound model, such as resonating bubble radius,
initial excitation parameter, etc. These approximations can ensure
real-time generation, but at the same time, they reduce the details of
the sound and damage the authenticity of the sound. Thus, how to
balance the efficiency of the algorithm and the authenticity of sound
results becomes the technical bottleneck.

Non-physical based method Example based techniques [33,
34] are a kind of typical non-physical methods which can provide a
solution of balancing computation time and sound quality. Among
existing example based methods, granular synthesis [11, 32] is a
relatively practical approach. In interactive environments, it is im-
possible to know the length needed for a sound. Because granular
synthesis is a kind of overlap-add method with recorded samples,
it is possible to create new sounds in any length from short exam-
ples. The granular synthesis methods can be divided into two types,
namely time domain methods and frequency domain methods. Com-
pared to time-domain grain synthesis, the methods in the frequency
domain enable further manipulation of grains’ sonic content, which
allows to further develop timbral complexity. Thus, our method falls
into the second category.

However, the granulation process of granular synthesis techniques
is random which require to design an efficient mapping between
parameters generated from motion and sound control parameters.
Nordahl et al. [26] synthesized footstep sounds of different materials
through the real footstep sounds from users detected by microphones.
Wang and Liu [36] exploited a real time example-based method to
synthesize the sound of ocean waves with a wave cluster method.
Because the aforementioned methods are designed for their spe-
cific application scenarios, the mapping methods are not suitable
for our rigid-fluid interaction scenarios. Focusing on tackling this
issue, we propose a novel haptic force guided mapping algorithm to
synchronize the sound and fluid motion.

3 SYSTEM OVERVIEW

As sketched in Figure 2, our sound synthesis method takes haptic
force FH and grains (sound examples) as input, and outputs realis-
tic sound which can synchronize with user interaction and visual

simulations. First the haptic force FH is calculated through a haptic
rendering algorithm with the position information x(t) and rotation
angle Θ(t) from a haptic device (6-DoF Geomagic Touch). Then, to
balance the efficiency of the algorithm and the authenticity of sound
results, we propose a modified spectral granular synthesis method
which can avoid the high computational cost in previous physical
based method. To solve the problem of asynchronization in granular
synthesis, we design a novel MF granulation algorithm to guide
the process of granulation. The viscosity and buoyancy forces are
sent to the sound synthesis module as guide sequences to extract the
corresponding grain at each time step. Next, we transform the grains
into frequency domain with fast Fourier transform (FFT), adjust the
grains for enriching the diversity of results and avoiding repetitive
cycles. At last, the final synchronized sound result is synthesized
with inverse fast Fourier transform (IFFT). We will describe each
major technical component of our system in detail in the following
sections.

4 HAPTIC FORCE GUIDED SOUND SYNTHESIS

Our haptic force guided sound synthesis method shows great po-
tential in multisensory VR simulation which takes advantage of
introducing the information from haptic modality for improving the
performance of the audio modality. As the input of our sound syn-
thesis method, haptic force which contains pressure, viscosity and
buoyancy is firstly calculated based on rigid-fluid simulation. Then,
with the haptic force, we generate the grains through our designed
MF granulation. Finally, we synthesize the final sound through the
spectral granular synthesis based on the generated grains. To sum
up, the haptic force guided sound synthesis algorithm which consists
of three major parts, namely the input from physical simulation,
MF granulation and spectral granular synthesis. In the following
sections, we will introduce the three parts separately.

4.1 The Input of Sound Synthesis

Rigid-fluid simulation Our system is built upon incompressible
Newtonian fluid whose motion is described by the Navier-Stokes
equations. The SPH formulations of Navier-Stokes equations are
generally expressed from momentum conservation and mass conser-
vation as follows:

du
dt

=− 1
ρ
5P+µ52 u+F (1)



Figure 3: Illustrations of the SPH haptic rendering. (a) represents a rigid ball and volume of fluid interaction. (b) shows the rigid ball converted to a
set of particles. The upper left corner is the real render frame in (a) and (b). (c) illustrates the smoothing volume of the volume of fluid. When a
rigid particle enters the smoothing volume, the haptic force of particle i is calculated through the interaction (blue arrow) between SPH fluid and
rigid body. (d) shows the forces on a rigid particle. The haptic force F i

H is a combination of these different forces. Among them, the red arrows
identify the forces we utilize in the sound synthesis algorithm.

dρ

dt
=−ρ5u (2)

where u denotes velocity of SPH particle, ρ represents density, P
is pressure, F is the external force and µ is the viscosity coeffi-
cient. SPH fluid simulation is based on particles carrying different
physical properties, such as mass and viscosity. The core of SPH
method is that each particle has a smoothing kernel W (·) to deter-
mine the weight of the contributions of a neighbor particle. The
smoothed quantity A at position xi is approximated using a finite set
of sampling points x j located within a distance xi j = (xi− x j)< h
as

A(xi) = ∑
j

m j
A j

ρ j
W (xi j,h) (3)

where h is the smoothing radius, m j is the mass of point j and ρ j
is the density of j. Readers can refer to [6, 7] for details. Since
the quantity of SPH particles satisfy the mass conservation, SPH
particle’s acceleration ai can be calculated by:

ai =
dui

dt
=

Fi

ρi
(4)

where Fi is the sum of external forces on the right side of Equation
(1), ui is the velocity of particle i. With ai, we can update position xi
and Equation (3).

Haptic force The haptic force comes from the interaction be-
tween SPH fluid and rigid body. Before we calculate the haptic force,
we first classify the entities interacting with fluid. In physics-based
fluid simulation, there are two types of entities, namely static entity
(such as floors, walls), and dynamic entity (such as stick, movable
ball). In our research, we need to handle both kinds of entities.
For static rigid body, we assume it as static boundary and utilize
boundary detection method to calculate resistance force [21]. Rigid
body dynamics are more complicated than static rigid bodies.

To obtain highly effective, we solve the problem based on the
unified particle model. As shown in Figures 3(a) and 3(b), we use
the voxelization method to sample rigid body particles, and initialize
property of rigid body. The motion of a dynamic rigid body can be
seen as it moves and rotates around the centroid without deformation.
Thus, we can employ a 6-DoF input haptic device to control rigid
body in the virtual scene by changing the movement and rotation of
rigid body into the rigid body particles’ movement. Assuming that
all the rigid particles share the same mass, the velocity of particle i
can be expressed as:

ui
r = ur +ωr×qi (5)

where ur is the velocity of rigid body’s centroid, ωr represents
the angular velocity of rigid body, ui

r is the velocity of rigid body
particle i, qi denotes the relative position between particle i and the
centroid. In each time step, we input the particle position and the
rotation angle by haptic device to update position and velocity of
rigid particles and fluid particles.

When the rigid body particles come into contact with the fluid
particles (Figure 3(c)), that is, a rigid particle is inside the smooth-
ing volume (defined as a sphere with the smoothing radius), we
calculate the sum of haptic forces FH based on the SPH simulation
(Equation (8)). However, for a rigid particle i, the haptic force F i

H
is a combination of different forces which can be represented as
F i

H = F i
P +F i

V +F i
B, where F i

P, F i
V and F i

B represents pressure, vis-
cosity and buoyancy on rigid particle i as illustrated in Figure 3(d).
The calculation equations are as follows:

F i
P =−∑

j

Pi +Pj

2
5W (xi j,h) (6)

F i
V = µVi ∑

j
V j(ui−u j)52 W (xi j,h) (7)

F i
B =−∑

j
ρ jd jW (xi j,h) (8)

where Vi and V j are the volume of i and j, d j is the distance between
the particle j and the liquid surface in the vertical direction, ρ j
represent the density of particle j. Readers can refer to [10, 19] for
calculation details. We sum the forces on all rigid particles and get
the pressure FP, viscosity FV and buoyancy FB to guide the sound
synthesis by force sequences.

4.2 MF granulation
The MF granulation is based on the haptic force which contains
pressure FP, viscosity FV and buoyancy FB generated in the previous
subsection. Since the vibrotactile and acoustic phenomena share a
common physical source, which makes it possible to guide the sound
synthesis with haptic force. For the same physical phenomenon, al-
though the feedback is different in different modalities, they are
related to each other. For example, when we move the rigid ball in
water faster, we feel stronger haptic force and also hear louder liquid
sound. This is because increasing the relative velocity will increase
the viscous force as shown in Equation (8). So although feedback
forms of different modalities are different, the contents are relevant.
Thus, in order to select the “correct” grain, we design a haptic force
guided granulation algorithm to generate the grain in a controllable
range. In this Section, we first analyze the mapping relationship be-
tween different forms of haptic and auditory perception for the same



Figure 4: An illustration of grains. From (a) to (d): four types of grains, namely impact sound, leap out sound, bubble sound and cavity sound. In
each sub-figure, the right part shows the waveform and the left part illustrates the corresponding motion of the rigid body. The yellow, blue and
white circles represent rigid body particle, fluid particle and air particle, respectively. The black arrow marks the motion path of rigid body particle.

phenomenon. Then we design a novel MF granulation method which
solved the inherent synchronization problem in granular synthesis.

Firstly, we classify the recordings, the standard of which is ref-
erence to the physical process of sound generation. The physical
processes that generate sound during rigid-fluid interaction can be
divided into three components [9]: (1) the initial high frequency
impact, (2) the small bubble harmonics, and (3) the main cavity
oscillation. However, in our experiments, we observe that the sound
of rigid body leaping out of water can not be expressed by these
three kinds of sound, so we expand the category to four categories
as shown in Figure 4. Thus, the recordings include impact sound
Simpact , leap out sound Sleap, bubble sound Sbubble for small bubble
harmonics and cavity sound Scavity for the main cavity oscillation.

To generate the grain in a controllable range, we design a set of
controls to determine the position for extracting grains. The position
Pos is classified into two parts, namely a fix start Poss and a random
deviation rand(δ ). Typically, the position Pos is defined as:

Pos = Poss + rand(δ ) (9)

Then, we further analyze the force changes in these four situations
to determine the Pos. The determinations are listed below:

• When Ft−1
B = 0 and Ft

B > 0, then Poss← Simpact(start).

• When Ft−1
B > 0 and Ft

B = 0, then Poss← Sleap(start).

• When sum(F0
B : Ft

B)> 0 and |Ft−1
P +Ft

P|= |F
t−1
P |+ |Ft

P|, then
Poss← Sbubble(start).

• When sum((F0
B : Ft

B)> 0 and |Ft−1
P +Ft

P| 6= |F
t−1
P |+ |Ft

P|, then
Poss← Scavity(start).

Since the forces are calculated through position and velocity, each
force sequence is a time series. Therefore, we express the force
components at time t as Ft

∗ (∗=B,P,V ). Here, we further explain the
mapping scheme. At time t, when buoyancy appears, namely Ft−1

B =
0 and Ft

B > 0, the fix start Poss is set to be the start of the impact
sound. When the buoyancy disappears, namely Ft−1

B > 0 and Ft
B = 0,

the fix start Poss is set to be the start of the leap sound. When the
fluid become wrinkled and the rigid body moves in the fluid in one
direction, that is sum(F0

B : Ft
B)> 0 and |Ft−1

P +Ft
P|= |F

t−1
P |+ |Ft

P|,
the fix start Poss is set to be the start of the bubble sound. When the
direction of pressure changes, that is, |Ft−1

P +Ft
P| 6= |F

t−1
P |+ |Ft

P|,
the fix start Poss is set to be the start of the cavity sound. The
length of the deviation interval is equal to the grain size in four cases.
Since t starts from 0, in order to ensure the stability of numerical
computation, we assume F−1

B = 0 and F−1
P = 0. The linear mapping

between force and Pos ensure the efficiency of the algorithm.
However, the sound of the rigid-fluid interaction varies with the

physical property (i.e. density) of object and motion state (i.e. ve-
locity). Therefore, we further adjust the amplitude of grains with
At = Ft

B×Ft
V . Among the four stages, buoyancy is mainly used to

Algorithm 1: Haptic force guided sound synthesis
Input: Four categories of recordings Simpact , Sleap, Sbubble,

Scavity, buoyancy FB and pressure FP.
Output: The generated graint and final sound OutS.
for each time t do

Determine the Pos with Ft
B and Ft

P (Section 4.2);
Extract the initial graint from recordings Simpact , Sleap,
Sbubble, Scavity;
\\ Compute the spectrum of each grain ;
fg ← FFT(graint );
Phase reconstruction ;
\\ Transform the spectrum to time-domain ;
graint ← IFFT( fg) ;
Outt

S ← graint ;
end

adjust the impact sound and leap out sound. Because buoyancy is
invariable when an object enters the liquid completely, viscous force
becomes the main influence factor when the object moves in the
water.

4.3 Spectral granular synthesis

With the generated grains, we can synthesize the final sound with the
spectral granular synthesis method. Since in the VR application, the
audio is real-time feedback with user operation, so it is impossible
to hide artifacts through post-processing operations. Therefore,
traditional time-domain granular synthesis methods which usually
require a post-processing amplitude envelop for smoothing grains’
edges are not suitable for our case. Facing this issue, we synthesize
the sound in frequency domain with phase reconstruction [14] in the
process of generation to ensure the continuity of the sound. Thus,
in this section, we first determine the size of grains, then we utilize
phase reconstruction for achieving continuity of the sound.

Grain size The size selection of grains is a tradeoff between
the efficiency of algorithm and result quality, so we need to set
appropriate size for the granular synthesis. Because the impact
sound has obvious temporal structure, when we determine the size
of grains, we mainly consider the impact sound duration and visual
rendering. The frame rate for visual rendering is 25 frames per
second and the audio rate is 48 kHz, that is, each frame corresponds
to 1920 audio samples. A full impact sound is about 0.15 to 0.2
seconds, namely 7200 samples to 9600 samples. To ensure the
integrity of Simpact , we use 9600 samples per grain, i.e., one grain
corresponds to five frames.

Phase reconstruction To ensure the continuity of the sound re-
sult and provide more adjustment options, we reconstruct the phase
in frequency domain. Compared to time-domain granular synthesis,
with the intermediate step in the frequency domain, the phase can



(a)

(b)

Figure 5: Comparison with the state-of-the-art methods. (a) presents six frames of the ball motion according to the time sequence. (b) illustrates
the waveforms and spectra generated by (from left to right) the method of Cirio et al. [9], Fasciani [14] and our method. Red dotted boxes mark the
different places in the spectra.

be reconstructed with compensation methods (i.e. Single Pass Spec-
trogram Inversion). The phase reconstruction step is equivalent to
reconstructing a signal from a spectrogram, where phase information
is not available. Readers can refer to [14] for details.

The whole process of the force-guided spectral granular synthesis
is summarized in Algorithm 1. During the interaction, we play the
sound grain(t) in real time. At the end of the interaction, we can get
the overlap-add final sound result Outs. In the implement process,
the sound examples are from a sound effects website 1. Moreover,
benefit from the reconstruction during MF granulation and spectral
granular synthesis, we can generate interaction sounds for different
velocities and densities of balls with one sample sound, which is
evaluated in Section 5.2.

5 RESULTS AND DISCUSSION

We tested our method on various rigid-fluid scenes. We implemented
our algorithm on CUDA 7.0 and all the experiments were conducted
with the same hardware: Intel Core i7-4790, NVIDIA GeForce
GTX745 GPU, and 8GB RAM.

5.1 Comparison with the state-of-the-art methods

In order to validate our haptic force guided sound synthesis method,
we compared it with the state-of-the-art methods, including physical
based method [9] and the granular synthesis [14] in a multisensory
simulation architecture. Figure 5 shows a comparison among synthe-
sized sound results by [9], sound results by [14] and our method. The
ball was put into water and then moving around in it. We presented
five frames according to the time sequence as shown in Figure 5(a).
The method in [9] is a physical based method with simplified bubble
sound model which may reduce the authenticity of sound. From
the waveform in Figure 5(b), we can observe that the waveform
generated by the granular synthesis algorithm [14] is random which
shows that the results are not matched the user interaction. Then
we compared the timbre of different results, as shown in Figure
5(b) (bottom row), we can find that result generated by the method
in [9] lacks high frequency information (see red dotted boxes). The
difference in sound results can be heard in the accompanying video.

1https://www.audioblocks.com/

Table 1: Timing statistics for different methods (s)

Methods Granulation Phase
reconstruction

Total

1:Fix [14] 0.001 0.041 0.067
2:Sequential [14] 0.003 0.034 0.058
3:Random [14] 0.001 0.033 0.065
4:Time-domain [16] 0.001 - 0.050
5:Ours 0.002 0.032 0.063

5.2 Evaluation

Algorithm efficiency Because the granular synthesis algorithm
can achieve the highest computational efficiency among differen-
t kinds of sound synthesis algorithms, we compared our method
with different state-of-the-art granular synthesis methods to evaluate
that although we added haptic force to guide sound synthesis, the
granulation process can achieve the real-time performance. Table
1 shows the time of generating 1-second sound by our method and
other granular synthesis methods [14, 16] in our experimental envi-
ronment. In the table, the top three rows are three different grain
extraction methods (fix, sequential and random) in a spectral granu-
lar synthesis method [14], namely extracting grains in fix position,
extracting grains in a sequential way and extracting grains randomly.
The forth row presents the time of a time-domain granular synthesis
method [16]. The right three columns represent the time for gen-
erating the grains, time for phase reconstruction (the time-domain
method does not contain this step) and the total time. From the
table we can observe that the total generation time is between 0.05-
0.07 second, which ensures real-time feedback. Thus, compared
with the traditional granular synthesis method, our method can not
only generate ideal sound sequence, but also ensure the real-time
performance.

Different rigid-fluid interaction scenes In Figure 6, we pre-
sented three results to evaluate our haptic force guided sound syn-
thesis method in a multisensory simulation system. In the lower left
corner of each frame, we showed the image of the user interaction
with haptic device. The three scenarios correspond to the movement
of rigid ball in water, the falling of three balls of different densities



(a)

(b)
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Figure 6: Three results for a multisensory simulation system that integrates our sound synthesis algorithm. In each sub-figure, the top row presents
five frames of fluid animation. The bottom left corner inset in each frame shows the corresponding haptic scene. The bottom row illustrates the
waveform of the generated sound result and the red dotted boxes mark the generated audio synchronized with the visual animation.

and the movement of a rigid ball obscured by a container. From
the waveforms in Figure 6, we can see that our synthesized sound
results can accurately synchronize with the movement of rigid body,
which greatly enhances the user immersion. More concretely, sound
can help to determine some invisible information, such as density or
velocity. As presented in Figure 6(b), when the three rigid balls have
the same volume but different densities, the rigid-fluid interaction
sound can help us to distinguish which ball has higher density. In
Figure 6(c), when the rigid ball is occluded by the container, we can
judge the movement information of the ball through the interaction
sound. Moreover, all the results shown in Figure 6 used a same
recording, but the generated sound showed that we could avoid the
simple repetition with MF granulation and phase reconstruction.

5.3 Subjective Measures
To further assess the effectiveness of our approach, we designed
three subjective measures to evaluate the quality of the synthesized
sound. A total of 15 participants (7 female; 8 male) are assigned to
the experiment. Participants are either undergraduate or graduate
students and the average age of participants was 23.5 (SD = 1.3).
All participants have either normal or corrected-to-normal vision
and reported normal hearing ability.

Comparison with the state-of-the-art method First, in order
to compare the reality of the synthesized sound results by our method
and physical based method [9], we further designed a subjective
experiment. Since we focus on comparing the quality of sound, in
order to ensure the consistency of visual feedback, we adopted an
off-line comparison scheme. We preserved the SPH particle motion
information, buoyancy and pressure during the interaction, and then
calculate the corresponding sound according to the algorithm in [9]
and our work. In this way, the sound is the single variable in the
experiment. Every participant was presented 5 pairs of videos, each
pair of videos has different sounds that are generated by method
in [9] and our method, respectively. In both cases, the participant

was asked “ Are these two video clips the same or different?” If the
answer was “different”, then we asked “ Which video clip do you
prefer?” and “What is the strength value of the preference?” Table 2
shows the results of the experiment. The score of strength value is
on a scale from 1 to 10, where 1 is labeled “A little prefer” and 10
“Very prefer”. From the results, as indicated by the “ mean strength”,
we can observed that the participants clearly prefer our method.

In addition, a paired T-test is performed on these scores to check
if the score of the synthesized sound by our method is significant-
ly bigger than the score of the synthesized sound by [9] using the
following hypotheses H0 : µa ≤ µb, H1 : µa > µb, where µa repre-
sents the score of the synthesized sound by our method, while µb
represents the score of the synthesized sound by [9]. Hypothesis H0
means that results by [9] have a higher score. Table 2 shows all 5
paired T-test results. Note that all P values are less than 0.0005, and
all T values are higher than 1.6839, indicating that H0 is rejected
with statistical significance while H1 is accepted. This concludes
that our result achieves significantly better sound effect than [9].

Evaluation of the user immersion Second, we designed an
experiment to measure the effect of adding audio feedback on user
immersion. In this experiment, the participant was shown a series
of scenarios with and without audio feedback and the scenarios
are listed in Table 2. In the experiment, participants were asked to
answer the following questions:

• Can you recognize that you are interacting with the water,
despite the rigid lever provides conflicting perceptual cues?

• Do you think increasing haptic feedback / haptic and audio
feedback can increase reality?

• How strong is the sense of reality?

For the first two questions, we used 1 for “yes” and 0 for “no”. For
the third question, the score of strength value is on a scale from 1 to



Table 2: Subjective results for Experiment 1: sound synthesized by our method vs. sound synthesized by [9]

Scenarios Prefer
Ours

Prefer Cirio et al. [9] Mean Strength of Our
Method

Mean Strength of Cirio
et al.’s method [9]

T Value P Value

Falling ball 73.3% 26.7% 6.45 2.00 6.231 ∗∗∗∗∗
Fast move 93.3% 6.7% 7.57 2.50 5.296 ∗∗∗∗∗
Slow move 80.0% 20.0% 7.08 2.00 5.931 ∗∗∗∗∗
Leaping out 73.3% 26.7% 7.54 3.31 8.570 ∗∗∗∗∗
Hybrid 93.3% 6.7% 7.47 2.21 8.038 ∗∗∗∗∗

Significance codes (P): < 0.05: ‘∗∗∗’, < 0.01: ‘∗∗∗∗’, < 0.005: ‘∗∗∗∗∗’

Table 3: Subjective results for Experiment 2: with audio vs. without audio

Scenarios Mean (Q1) Std
(Q1)

Mean (Q2) Std
(Q2)

Mean (Q3) Std
(Q3)

P Value T Value

Falling ball 0.73 0.2095 0.67 0.2381 6.33 2.5238 - -
Falling ball (No audio) 0.33 0.2381 0.40 0.2571 3.47 1.4095 6.431 ∗∗∗∗∗
Fast move 0.80 0.1714 0.73 0.2095 7.21 2.7642 - -
Fast move (No audio) 0.27 0.2095 0.33 0.2381 4.23 1.2134 5.164 ∗∗∗∗∗
Slow move 0.87 0.1238 0.87 0.1238 7.52 2.7112 - -
Slow move (No audio) 0.33 0.2381 0.27 0.2095 3.44 1.3314 6.251 ∗∗∗∗∗
Density 0.67 0.2381 0.73 0.2095 6.95 2.6629 - -
Density (No audio) 0.20 0.1714 0.20 0.1714 3.27 1.2933 7.312 ∗∗∗∗∗
Boat 0.73 0.2095 0.87 0.1238 6.31 2.5141 - -
Boat (No audio) 0.27 0.2095 0.33 0.2381 2.67 1.1926 5.947 ∗∗∗∗∗

Significance codes (P): < 0.05: ‘∗∗∗’, < 0.01: ‘∗∗∗∗’, < 0.005: ‘∗∗∗∗∗’

Figure 7: Subjective results for Experiment 3. Boxplots show for each
scene the median, the interquartile range, minimum and maximum
values.

10, where 1 is labeled “Not reality” and 10 “Very reality”. Results are
also analyzed using standard tests well suited for each study, namely
a one-way Analysis of Variance (ANOVA) test for experiment 2, and
are reported in Table 3. In both cases, statistical significance can be
claimed if the reported p-value is less than a significance level of 0.05.
For Post-hoc analysis (in our case, pairwise comparisons between
conditions), a standard approach is to use the Bonferroni method and
Wilcoxon signed-rank tests respectively, with a significance level
adjusted for multiple comparisons.

Evaluation of the synchronization The third experiment is
used to verify the synchronization of our sound results with visual
and haptic feedback. To verify the effectiveness of our algorithm,
there are six scenes in the experiment. In different scenarios, the
motion of rigid body is different. We used the random mapping
algorithm in [14], physical based method [9] and our force-guided
sound synthesis method in different scenes. The participants are
asked to rate the synchronization on a scale from 1 to 10, where
1 is labelled as “Not synchronized” and 10 “Very synchronous.”

Figure 7 shows the score of the experiment. It can be observed
that the score of our method is obviously higher than that of the
random algorithm and similar to the results of physical methods,
which means that the sound results generated through our method
can effectively synchronize with visual and haptic feedback.

6 CONCLUSION AND FUTURE WORKS

In this work, we proposed a real-time haptic force guided sound
synthesis method which is adequate for multisensory VR simulation.
Our method proved that results of different modal feedback can
interact with each other. This provided us a new way to design an
interactive approach in multisensory scenarios. We can obtain the
state of another modality through a modal change. Since the analysis
of motion directly from objects is complex, the indirect solution we
proposed can make the synergy between different modalities more
efficient. Through the novel haptic force guided sound synthesis
method, we could achieve higher quality sound results with higher
time performance than the state-of-the-art sound synthesis solutions
for multisensory VR systems. We designed different example sce-
narios to evaluate the interaction possibilities offered by our method.
The results proved the effectiveness of our algorithm.

In addition, by changing the sample sounds and force types, our
method could also be used for sound synthesis of rigid-rigid in-
teraction scenes and rigid-deformable interaction scenes. But this
also shows the limitation of our approach, i.e., the generated sounds
would be limited by the recordings. Hence, combining physics-based
modelling and haptic force guided sound synthesis is a research di-
rection of our future work. We would calculate different sounds
through physical model in pre-processing. Moreover, the relation-
ship between different modalities also deserves further exploration.
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